
Two perspectives in number theory: explicit and
probabilistic

IISc Eigenfunctions Seminar

September 06, 2024

Number theory: explicit and probabilistic



Origins: prime numbers

The study of prime numbers is an important theme in
mathematics.

Among the earliest sources for a definition of prime numbers
is Euclid’s “Elements”. Euclid states this property: if a prime
p divides ab, then p divides a or p divides b.

Euclid also shows that there are infinitely many primes.

[Fundamental Theorem of Arithmetic] Any natural
number n > 1 can be factored uniquely as a product of prime
powers. This statement appears for the first time in the 1801
textbook “Disquisitones Arithmeticae” by Gauss, and not in
Euclid’s elements.
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Primes: from Eratosthenes to Gauss

The Sieve of Eratosthenes (around 240 BCE) uses the fact
that any composite number n > 1 must have a prime divisor p
less than or equal to

√
n. Identifying all primes less than or

equal to
√
n and removing the multiples of each of these up

to n leaves us with primes up to n.

Starting with the Sieve of Eratosthenes, the period between
the third century BCE until the end of the 18th century CE
saw the use of sieve techniques to generate large tables of
prime numbers. It is a computationally challenging task, but
creating “large libraries of primes” was of tremendous value in
later developments.

In 1792, Gauss (of age 15) had access to a table of primes up
to 3 million.
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The conjecture of Gauss

Conjecture (Gauss, 1792)

Let π(x) denote the number of primes up to x . Then,

π(x) ∼ x

log x
as x → ∞.

That is,

lim
x→∞

π(x)

x/ log x
= 1.

Equivalently,

π(x) ∼
∫ x

2

dt

log t
as x → ∞.

It was finally proved in 1896 by Hadamard and de la Vallee
Poussin, and is known as the Prime Number Theorem.
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Conception of analytic number theory

The fundamental theorem of arithmetic leads us to
understand prime numbers in multiple contexts.

Euler product: Let s > 1. Then,

∞∑
n=1

1

ns
=
∏
p

(
1 +

1

ps
+

1

p2s
+ . . .

)
=
∏
p

(
1− 1

ps

)−1

.

Euler observed that
∑

p 1/p diverges. The following
observation can be made about the density of primes.∑

p≤x

1

p
∼ log log x =

∫ x

e

1

t

dt

log t
as x → ∞.

Several mathematicians such as Dirichlet, Chebyshev,
Legendre thought about the prime counting function.
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“Explicit” results: a beginning

Chebyshev was specifically interested in the relative error
between π(x) and

∫ x
2

dt
log t .

He showed that for sufficiently large x ,

(0.89)

∫ x

2

dt

log t
< π(x) < (1.11)

∫ x

2

dt

log t
.

Moreover, if the limit

lim
x→∞

1

π(x)

∫ x

2

dt

log t

exists, then it must be equal to 1.
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Birth of analytic number theory

In 1859, Bernhard Riemann defined the zeta function

ζ(s) :=
∞∑
n=1

1

ns
, s ∈ C, Re(s) > 1.

We also have the Euler product

ζ(s) =
∏
p

(
1− 1

ps

)−1

, Re(s) > 1.

Fundamental ideas in Riemann’s paper: ζ(s) as a function of
complex variables, study of complex zeros of ζ(s), and
representation of prime-counting functions by “explicit”
formulas involving zeta zeroes. Riemann hypothesis.
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Riemann’s insights

Riemann’s fundamental observations are as follows:

ζ(s) can be analytically continued to C \ {1}, and it has a
simple pole at s = 1 with residue 1.

Let

ξ(s) :=
s(s − 1)

2
π−s/2Γ

( s
2

)
ζ(s),

where

Γ(s) :=

∫ ∞

0
e−tts−1dt, Re(s) > 0.

Then ξ(s) is entire, and ξ(s) = ξ(1− s).

This is called the functional equation for ζ(s).
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Zeta zeroes

ζ(s) has simple zeroes at s = −2k , where k is a positive
integer. Also, ζ(−1) = −1/12.

Euler’s “formulas”:

1 + 2 + 3 + · · ·+ n + · · · = −1/12,

1 + 22 + 32 + · · ·+ n2 + · · · = 0.

ζ(s) ̸= 0 if Re(s) ≥ 1.

The “non-trivial” zeros of ζ(s) (that is, zeroes other than
even, negative integers) lie in the strip 0 < Re(s) < 1.

[Riemann hypothesis] If ζ(σ + it) = 0 and 0 < σ < 1, then
σ = 1/2.
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Prime numbers and the zeta function

Prime-counting functions:

π(x) =
∑

p≤x 1 =
∑

n≤x

{
1 if n is prime

0 otherwise

Chebychev’s function θ(x) :=
∑

n≤x

{
log n if n is prime

0 otherwise

von Mangoldt’s function: Define

Λ(n) =

{
log p if n = pk , k ≥ 1

0 otherwise
, ψ(x) :=

∑
n≤x

Λ(n).

π(x) ∼ x
log x ⇐⇒ θ(x) ∼ x ⇐⇒ ψ(x) ∼ x .
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For s = σ + it, σ > 1,

log ζ(s) =
∞∑
n=1

Λ(n)

nσ log n
{cos(t log n)− i sin(t log n)} .

3 + 4 cos θ + cos 2θ = 2(1 + cos θ)2 ≥ 0.

Thus, Re(3 log ζ(σ) + 4 log ζ(σ + it) + log ζ(σ + 2it)) ≥ 0,
and therefore,∣∣ζ(σ)3ζ(σ + it)4ζ(σ + 2it)

∣∣ ≥ 1, σ > 1, t ∈ R.

∣∣∣∣(σ − 1)3ζ(σ)3
ζ(σ + it)4

(σ − 1)4m
ζ(σ + 2it)

∣∣∣∣ ≥ (σ − 1)3−4m.

Thus, ζ(s) ̸= 0 if Re(s) = 1 (letting σ → 1+).
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∞∑
n=1

Λ(n)

ns
= −ζ

′(s)

ζ(s)
, Re(s) > 1.

∑
n≤x Λ(n) can be estimated through the complex-analytic

properties of −ζ ′(s)/ζ(s).
Let c > 1 and let T be a positive real number. Then,

∑
n≤x

Λ(n) =
1

2πi

∫ c+iT

c−iT
−ζ

′(s)

ζ(s)

x s

s
ds + E1(x).
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Error terms in PNT and zero-free regions of ζ(s)

We have to evaluate

1

2πi

∫ c+iT

c−iT
−ζ

′(s)

ζ(s)

x s

s
ds.

To move the contour [c − iT , c + iT ] to the left of Re(s) = 1,
we need zero-free regions for ζ(s).

While evaluating the integral around a rectangular contour
that contains s = 1, Cauchy’s residue theorem will pick up

Ress=1

(
−ζ

′(s)

ζ(s)

x s

s

)
= x .

Thus,
∑

n≤x Λ(n) = x + E (x), where E (x) is the contribution
from integral along horizontal paths and left vertical path and
E1(x).
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Explicit methods in number theory

The prime number theorem is the assertion that

ψ(x) :=
∑
n≤x

Λ(n) = x + o(x).

That is, E (x) := ψ(x)− x = o(x). That is,
limx→∞ E (x)/x = 0.

We are interested in zero free regions (ZFR) of ζ(s) of the
form σ0 ≤ Re(s) < 1.

Chebychev (1851): |E (x)| ≤ cx , c ≈ 0.1, x ≥ x0.

Hadamard, de la Vallee Poussin (1896): Using ZFR σ ≥ 1,
showed that E (x) = o(x).

Wider ZFR leads to sharper estimates for E (x).
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log x .
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, E (x) ≤ Bxe−c

√
log x log log x .

Vinogradov-Korobov (1958):

(ZFR) σ ≥ 1− c(log logT )−1/3

(logT )2/3
, E (x) ≤ Bxe

−c (log x)3/5

(log log x)1/5 .

Riemann hypothesis:

(ZFR) σ ≥ 1/2, E (x) ≤ B(ϵ)x1/2+ϵ.
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Generalizations to Dirichlet series

This leads us to study the sums
∑

n≤x f (n) for arithmetic
functions f : N → C by invoking the complex-analytic
properties of the Dirichlet series

F (s) =
∞∑
n=1

f (n)

ns
, Re(s) > σ0.

Under certain conditions, F (s) satisfies an Euler product
formula, can be analytically (or meromorphically) continued to
the complex plane, have zero-free regions, and we have

∑
n≤x

f (n) ≈ 1

2πi

∫ c+iT

c−iT
F (s)

x s

s
ds, c > σ0, T > 0.
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Some notable examples

Study of primes in arithmetic progressions {a+ kq : k ∈ N}
with the help of Dirichlet L-functions

L(s, χ) =
∞∑
n=1

χ(n)

ns
, Re(s) > 1,

where χ : N → C is a Dirichlet character modulo q.

We need regions of analyticity of −L′(s, χ)/L(s, χ), that is,
zero-free regions of L(s, χ) of the form{

s = σ + it : σ > 1− A

log qT
, T = max{|t|, 3}

}
.

Such ZFRs exist for non-quadratic characters χ, where as, for
quadratic characters χ, such regions contain an “exceptional”
zero of L(s, χ); so, the analysis to get around this exceptional
zero is more delicate.
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Dedekind zeta functions (analogues of the Riemann zeta
function for number fields). Study of ZFRs for the distribution
of prime ideals in number fields.

Applications: estimates for

#{(a, b) : a, b ∈ Z, a2 + Db2 ≤ x}.

Hecke L-functions (analogues of the Dirichlet L-functions) via
characters of the ideal class group of a number field

Artin L-functions: Dirichlet series associated to linear
representations of a Galois group G .

Study of ZFRs for both helps us to understand splitting of
prime ideals in (Galois) extensions of the field of rational
numbers.

Number theory: explicit and probabilistic
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Ramanujan’s ∆ function

In 1916, Ramanujan introduced the ∆-function

∆(z) := q
∞∏
n=1

(1− qn)24, q = e2πiz , Im(z) > 0.

We may write

∆(z) =
∞∑
n=1

τ(n)qn.

τ(n) is a multiplicative function and |τ(n)| ≤ d(n)n11/2, where

d(n) is the number of positive divisors of n. Denote τ̂(n) = τ(n)

n11/2
.

Euler product:

L(s,∆) =
∞∑
n=1

τ̂(n)

ns
=
∏
p

(
1− τ̂(p)

ps
+

1

p2s

)−1

, Re(s) > 1.

Number theory: explicit and probabilistic
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Zero free regions of L(s,∆)

L(s,∆) can be analytically continued to the entire complex
plane and L(s,∆) ̸= 0 if Re(s) > 1.

Hardy suggested a prime number theorem for the
Delta-function: could one show that L(s,∆) ̸= 0 if
Re(s) = 1? Can one derive∑

p≤x

τ̂(p) log p = o(x)?

The above was proved by Rankin.

Wider ZFRs for L(s,∆) lead to better and explicit error terms
above.

Number theory: explicit and probabilistic
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ZFRs for modular L-functions

Moreno (1972): L(s,∆) ̸= 0 in the region{
s = σ + it, σ ≥ 1− B

log(|t|+ 2)

}
.

Thus, ∣∣∣∣∣∣
∑
p≤x

τ̂(p) log p

∣∣∣∣∣∣ ≤ Cxe−A
√
log x ,

for suitably chosen constants A and C .

∆(z) is a special example of a modular cusp form of weight k
and level N (in this case k = 12, N = 1).

A modular (Hecke) cusp form f of weight k and level N has a
Fourier expansion of the form

f (z) =
∑
n≥1

n(k−1)/2af (n)q
n, |af (n)| ≤ d(n).
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Hecke cusp forms

A modular form of level 1 and weight k is a holomorphic
function h : H → C which satisfies

h

(
az + b

cz + d

)
= (cz + d)kh(z) for all

[
a b
c d

]
∈ SL2(Z).

If h(z) =
∑∞

n=1 bh(n)q
n, q = e2πiz , we say that h is a

modular cusp form of level 1 and weight k. The set of all such
modular cusp forms, denoted as Sk(1) forms a finite
dimensional vector space over C.
One can define Hecke operators Tn : Sk(1) → Sk(1), n ∈ N.
Sk(1) has a basis Fk(1) of Hecke eigenforms, which are
eigenfunctions for all the Hecke operators Tn. Each such
eigenform has a Fourier expansion

f (z) =
∑
n≥1

n(k−1)/2af (n)q
n, af (1) = 1, |af (n)| ≤ d(n).
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Appropriate generalizations to spaces of modular cusp forms
of level N and weight k for N > 1, denoted as Sk(N). Here,
SL2(Z) is replaced by

Γ0(N) =

{[
a b
c d

]
∈ SL2(Z) : N | c

}
.

If f (z) =
∑

n≥1 n
(k−1)/2af (n)q

n is a Hecke newform, then the
Ramanujan “conjectures” predict that

af (n)af (m) =
∑
d≥1

(d,N)=1
d|(m,n)

af

(nm
d2

)
(Hecke),

and |af (n)| ≤ d(n), proved by Deligne. For a prime p,
|af (p)| ≤ 2.
Fourier coefficients of Hecke newforms, in some examples,
encode

The number of ways of representing an integer by a given
quadratic form, for example, a sum of four squares.
The number of points on a Q-rational elliptic curve over a
finite field with p elements.

Number theory: explicit and probabilistic
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We define

L(s, f ) =
∞∑
n=1

af (n)

ns
, Re(s) > 1.

L(s, f ) has an analytic continuation to the entire complex
plane and does not vanish when Re(s) ≥ 1.

One can study
∑

p≤x af (p) log p with the help of ZFRs of
L(s, f ).

For m ≥ 1, one can study
∑

p≤x af (p
m) log p with the help of

ZFRs of “symmetric power L-functions” L(m)(s, f ).

The study of
∑

p≤x af (p
m) log p enables the proof of the

famous Sato-Tate distribution theorem for
{af (p) : p → ∞} ⊂ [−2, 2], and effective error estimates in
this distribution theorem.
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Sato-Tate distribution theorem

A conjecture of Sato and Tate in the 1960s asserted that if f
is a non-CM Hecke newform f of weight k and level N, and
g : [−2, 2] → R is a continuous function, then

lim
x→∞

1

π(x)

∑
p≤x

g (af (p)) =
1

π

∫ 2

−2
g(y)

√
1− y2

4
dt.

It is sufficient to check whether above asymptotic holds for a
collection of polynomials Pm(y), m ≥ 0 where Pm(y) denotes
a polynomial of degree m.

We may choose {X0(y),X1(y), . . .Xm(y), . . . }, where, Xm(y)
is the m-th Chebyshev polynomial given by

Xm(y) =
sin(m + 1)πθ

sinπθ
, y = 2 cosπθ, θ ∈ [0, 1].

Note that Xm(y) =
∑⌊m/2⌋

j=0 (−1)j
(m−j

j

)
ym−2j ,
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(m−j

j

)
ym−2j ,
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Sato-Tate distribution theorem

A conjecture of Sato and Tate in the 1960s asserted that if f
is a non-CM Hecke newform f of weight k and level N, and
g : [−2, 2] → R is a continuous function, then

lim
x→∞

1

π(x)

∑
p≤x

g (af (p)) =
1

π

∫ 2

−2
g(y)

√
1− y2

4
dt.
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The Sato-Tate equidistribution law is equivalent to the
assertion that for every m ≥ 0,

lim
x→∞

1

π(x)

∑
p≤x

Xm(af (p)) =
1

π

∫ 2

−2
Xm(y)

√
1− y2

4
dy

=

{
1 if m = 0

0 if m > 0.

By the Ramanujan-Hecke relations, Xm(af (p)) = af (p
m).

Thus, the Sato-Tate law holds if and only if

lim
x→∞

1

π(x)

∑
p≤x

af (p
m) =

{
1 if m = 0

0 if m > 0.
.

The proof (due to Barnet-Lamb, Geraghty, Harris and Taylor)
is obtained by generalizing Riemann’s template to the analytic
study of L(s, f ) and L(m)(s, f ), m ≥ 2.
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Towards the probabilistic perspective

Our goal is to study the sums
∑

n≤x f (n) for interesting
arithmetic functions f (n).

The “explicit” perspective is to derive properties of∑
n≤x f (n) (mostly, for multiplicative functions) by studying

one object, namely the L-function
∑∞

n=1 f (n)/n
s .

An essential component in this “explicit” analysis is an
Euler-product representation of the above series. How do we
handle the sums

∑
n≤x f (n) in the absence of the necessary

structure for the associated L-function?

A wide variety of techniques have been developed to study
these questions.

The “probabilistic” perspective is to interpret, if possible, f (n)
as a sum of “random variables”.
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Reflections on the prime ω-function

Let ω(n) denote the number of (distinct) prime divisors of n.

ω(mn) = ω(m) + ω(n), (m, n) = 1.

Average order of ω(n) :∑
n≤x ω(n) =

∑
n≤x

∑
p|n 1 =

∑
p≤x

∑
n≤x
p|n

1

=
∑
p≤x

(
x

p
+O(1)

)
= x log log x +O(x).

Thus, 1
x

∑
n≤x ω(n) ∼ log log x as x → ∞.
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Hardy-Ramanujan theorem

Theorem (Hardy-Ramanujan, 1917)

Let ϵ > 0. Then, as x → ∞,

#
{
n ≤ x : |ω(n)− log log x | > (log log x)1/2+ϵ

}
= o(x).

That is, as x → ∞,

#
{
n ≤ x : |ω(n)− log log n| > (log log n)1/2+ϵ

}
= o(x).

Theorem (Stronger version of Hardy-Ramanujan theorem by
Turán, 1934)

1

x

∑
n≤x

(ω(n)− log log x)2 ≪ log log x .

Number theory: explicit and probabilistic



Hardy-Ramanujan theorem

Theorem (Hardy-Ramanujan, 1917)

Let ϵ > 0. Then, as x → ∞,

#
{
n ≤ x : |ω(n)− log log x | > (log log x)1/2+ϵ

}
= o(x).

That is, as x → ∞,

#
{
n ≤ x : |ω(n)− log log n| > (log log n)1/2+ϵ

}
= o(x).

Theorem (Stronger version of Hardy-Ramanujan theorem by
Turán, 1934)

1

x

∑
n≤x

(ω(n)− log log x)2 ≪ log log x .

Number theory: explicit and probabilistic



Hardy-Ramanujan theorem

Theorem (Hardy-Ramanujan, 1917)

Let ϵ > 0. Then, as x → ∞,

#
{
n ≤ x : |ω(n)− log log x | > (log log x)1/2+ϵ

}
= o(x).

That is, as x → ∞,

#
{
n ≤ x : |ω(n)− log log n| > (log log n)1/2+ϵ

}
= o(x).

Theorem (Stronger version of Hardy-Ramanujan theorem by
Turán, 1934)

1

x

∑
n≤x

(ω(n)− log log x)2 ≪ log log x .

Number theory: explicit and probabilistic



Hardy-Ramanujan theorem

Theorem (Hardy-Ramanujan, 1917)

Let ϵ > 0. Then, as x → ∞,

#
{
n ≤ x : |ω(n)− log log x | > (log log x)1/2+ϵ

}
= o(x).

That is, as x → ∞,

#
{
n ≤ x : |ω(n)− log log n| > (log log n)1/2+ϵ

}
= o(x).

Theorem (Stronger version of Hardy-Ramanujan theorem by
Turán, 1934)

1

x

∑
n≤x

(ω(n)− log log x)2 ≪ log log x .

Number theory: explicit and probabilistic



Turán’s perspective

We have
1

x

∑
n≤x

(ω(n)− log log x)2

=
1

x

∑
n≤x

ω2(n) + (log log x)2 − 2 log log x

x

∑
n≤x

ω(n).

So, we have to evaluate

1

x

∑
n≤x

ω2(n) =
1

x

∑
n≤x

∑
p|n

1

∑
q|n

1


= (log log x)2 +O(log log x).

Thus,
1

x

∑
n≤x

(ω(n)− log log x)2 = O(log log x).
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Birth of probabilistic number theory

Let Ax = {n ∈ N : n ≤ x}.

For a prime p ≤ x , define the random variable

Xp : Ax → {0, 1} as Xp(n) = δp|n.

Intuitively, Xp and Xq appear to be mutually independent.

µp := E[Xp] =
1
x

∑
n≤x
p|n

1 = 1
x

[
x
p

]
.

σ2p = Var(Xp) =
1
x

∑
n≤x(Xp(n)− µp)

2

=
1

x

[
x

p

]
− 1

x2

[
x

p

]2
.
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(Lindeberg) central limit theorem

Lindeberg’s central limit theorem predicts the distribution of∑
p≤x(Xp − µp)√∑

p≤x σ
2
p

.

∑
p≤x Xp(n) = ω(n).∑
p≤x µp = 1

x

∑
n≤x ω(n) ∼ log log x .∑

p≤x σ
2
p ∼ log log x .

“CLT ” predicts that the normalized variable

ω(n)− log log x√
log log x

is normally distributed. (Proved rigorously by Erdös-Kac.)
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Turán’s theorem caught the interest of probabilists, and
suggested to them the possibility of a new theory for additive
arithmetic functions.
Start with a counting problem, for example, average order of
an arithmetic function.
Express the arithmetic function as a sum of “independent”
random variables (viewpoint of Hugo Steinhaus).
Guess the probabilistic distribution of normalized sums using
central limit theorems. Prove the above rigorously by
number-theoretic methods.

Theorem (Erdös-Kac, 1940)

For any integer r ≥ 0,

lim
x→∞

1

x

∑
n≤x

(
ω(n)− log log x√

log log x

)r

=
1√
2π

∫ ∞

−∞
tre−t2/2dt.
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Mark Kac was a PhD student of Hugo Steinhaus.

He was familiar with the viewpoint of Steinhaus, and worked
on the possibility of applying the central limit theorem to
additive number theoretic functions.

Kac made a conjecture about the normal distribution of ω(n)
during a lecture in Princeton in March, 1939.

In the words of Kac, “Paul Erdös was in the audience and he
immediately perked up. Before the lecture was over, he had
proved it, which I could not have done not having been versed
in the number theoretic methods, especially those related to
the sieve. With his contribution, it became clear that we
have had a beginning of a nice chapter of Number
Theory, bringing upon it to bear the concepts and
methods of Probability Theory.”
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In 1976, Turán writes:
“When writing to Hardy first in 1934 on my proof of
Hardy-Ramanujan’s theorem, I did not know (about) central limit
theorem. Erdös, to my knowledge, was at that time not aware too.
It was Mark Kac who wrote to me a few years later that he
discovered when reading my proof that this is basically probability.
He asked me in the letter whether I can do the same for

1

x

∑
n≤x

(ω(n)− log log x)k (1)

and perhaps he made even a hint as to the Gaussian distribution of
ω(n). Though I realized I could settle the above, I found
absolutely no interest to do it actually...I had not seen a
single possibility of an application of (1) (and I do not see
this even today, am I right?)”
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Erdös-Kac type theorems

Start with a counting problem, for example, average order of
an arithmetic function.

“Imagine” the arithmetic function as a sum of seemingly
independent random variables.

Guess the probabilistic distribution of normalized sums using
central limit theorems.

Prove the above rigorously by number-theoretic methods.

The Erdös-Kac theorem can be generalized to additive
functions.

Murty-Murty (1984) and Murty-Murty-Pujahari (2023):
General principles to extend the study of ω(n) to
ω(an)n∈S , S ⊂ N for integer valued sequences.
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Fourier coefficients of modular cusp forms

Let k and N be positive integers with k even.

Let Sk(N)
denote the space of primitive modular cusp forms of weight k
with respect to Γ0(N).

We denote the set of Hecke newforms in Sk(N) by Fk(N).
Let sk(N) := |Fk(N)|.
Any Hecke newform f (z) ∈ Fk(N) has a Fourier expansion

f (z) =
∞∑
n=1

n
k−1
2 af (n)q

n,

where af (1) = 1 and af (p) ∈ [−2, 2] for a prime number p
such that (p,N) = 1.

Consider the probability space of primes q ≤ x , and replace
ω(n) ↔ ω(q(k−1)/2af (q)) on this space.
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Consider Fk(N) as a probability space, and for a prime p
coprime to N, define appropriate random variables
Xp : Fk(N) → R.
Can we obtain Erdös-Kac type theorems for∑

p≤x Xp(f ), f ∈ Fk(N)?

Let us define Xp : Fk(N) → [−2, 2] as Xp(f ) = af (p).

Recall that the distribution of the sequence {af (p)} for a
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The Sato-Tate distribution theorem is equivalent to the
assertion that as x → ∞,

∑
p≤x

af (p
m) =

{
π(x) if m = 0

o(π(x)) if m > 0.

To obtain Erdös-Kac type theorems for
∑

Xp, we have to
consider the “higher moments”,

1

Fk(N)

∑
f ∈Fk (N)

∑
p≤x

af (p)

r

.
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A central limit theorem for sums of Hecke eigenvalues

Theorem (Nagoshi, 2006)

Let k = k(x) such that log k
log x → ∞ as x → ∞.

Then, as x → ∞,

for every m ≥ 1,

1

|Fk(N)|
∑

f ∈Fk (N)

∑
p≤x

af (p
m) = o(π(x)).

(This was previously proved by Conrey, Duke and Farmer in
1997 as an “average” version of the Sato-Tate conjecture.)

1

|Fk(N)|
∑

f ∈Fk (N)

∑
p≤x

af (p)

2

∼ π(x).
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Theorem (Nagoshi, 2006 (ctd.))

For every integer r ≥ 1,

lim
x→∞

1

|Fk(N)|
∑

f ∈Fk (N)

(∑
p≤x af(p)√
π(x)

)r

=
1√
2π

∫ ∞

−∞
tre

−t2

2 dt

=

{
0 if r is odd,

r !
(r/2)!2r/2

if r is even.
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Theorem (Conrey-Duke-Farmer, 1997, Nagoshi, 2006)

Let I be a fixed interval in [−2, 2] and define

µ(I ) :=
1

2π

∫
I

√
4− t2dt.

Define Xp : Fk(N) → {0, 1} is given by Xp(f ) = χI (af(p)).

Let k = k(x) such that log k
log x → ∞ as x → ∞.

Then,
∑
p≤x

E[Xp] =
1

sk(N)

∑
f ∈Fk (N)

∑
p≤x

χI (af(p)) ∼ π(x)µ(I )

as x → ∞.
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Theorem (Prabhu-S, 2019)

Let N be a positive integer. If (p,N) = 1, define
Xp : Fk(N) → {0, 1} as Xp(f ) = χI (af(p)). Let k = k(x) such
that

log k√
x log x

→ ∞ as x → ∞.

Then, as x → ∞,

1

|Fk(N)|
∑

f ∈Fk (N)

∑
p≤x

Xp(f )− π(x)µ(I )

2

∼ π(x)[µ(I )− µ(I )2]

For any integer r ≥ 0,

lim
x→∞

1

|Fk(N)|
∑

f ∈Fk (N)

(∑
p≤x Xp(f )− π(x)µ(I )√
π(x)[µ(I )− µ(I )2]

)r

=
1√
2π

∫ ∞

−∞
tre−t2/2dt.
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Smooth analogue

(Joint work with S. Baier and N. Prabhu)

Replace χI by a suitable test function.

One takes a real-valued, even test function g ∈ C∞(R).
One then considers, for L ≥ 1,

GL(θ) :=
∑
m∈Z

g (L(θ +m)) .

The function GL(θ) is periodic and has Fourier expansion∑
m∈Z

ĜL(m)e(mθ), ĜL(m) =
1

L
ĝ
(m
L

)
.
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ĜL(m)e(mθ), ĜL(m) =
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1

L
ĝ
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Theorem (Baier-Prabhu-S, 2020)

Let g ∈ C∞(R) be a real-valued and even function in the Schwartz
class such that the Fourier transform of g is compactly supported.

Define Xp : Fk(N) → R as
Xp(f ) = GL(θf (p)), af(p) = 2 cosπ θf (p) .

Let k = k(x) such that log k
log x → ∞ as x → ∞.Then, as x → ∞,∑

p≤x E[Xp] ∼ π(x)
∫ 1
0 GL(t)µ(t)dt,

1

|Fk(N)|
∑

f ∈Fk (N)

∑
p≤x

Xp(f )− π(x)

∫ 1

0
GL(t)µ(t)dt

2

∼ π(x)

[∫ 1

0
GL(t)

2µ(t)dt −
(∫ 1

0
GL(t)µ(t)dt

)2
]
.
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Theorem (Contd.)

Denote

VG ,L =

∫ 1

0
GL(t)

2µ(t)dt −
(∫ 1

0
GL(t)µ(t)dt

)2

.

For any integer r ≥ 0,

1

|Fk(N)|
∑

f ∈Fk (N)

(∑
p≤x Xp(f )− π(x)

∫ 1
0 GL(t)µ(t)dt√

π(x)VG ,L

)r

∼ 1√
2π

∫ ∞

−∞
tre−t2/2dt.

For λ, ω > 0, suppose ĝ(t) ≪ e−λ|t|ω , as |t| → ∞. Then, the
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Motivation and proofs

We approximate

L∑
m=0

S−(m)af (p
2m) ≤ χI (θf (p)) ≤

L∑
m=0

S+(m)af (p
2m),

and reduce our questions to the evaluation of moments

1

|Fk(N)|
∑

f ∈Fk (N)

∑
p≤x

L∑
m=1

S±(m)af (p
2m)

r

.

It is natural to consider

1

|Fk(N)|
∑

f ∈Fk (N)

∑
p≤x

∞∑
m=1

G (m)af (p
2m)

r

.

This motivates us to choose the kind of test functions which
ensure appropriate decay of G (m) and the convergence of
these moments.
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On random variables modeled by two parameters

Theorem (Ahmad-Das-S, ongoing work)

Let g ∈ C∞(R) be a real-valued and even function in the Schwartz
class such that the Fourier transform of g is compactly supported.
For primes p ̸= q, define Xp,q : Fk(N) → R as

Xp,q(f ) =
1

4
GL(± θf (p)± θf (q)).

Let k = k(x) such that log k
log x → ∞ as x → ∞.Then, as x → ∞,

∑
p ̸=q≤x

E[Xp,q] ∼ π(x)2

[
ĜL(0) +

ĜL(1)

2

]
.
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ĜL(0) +
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Theorem (ctd.)

1

|Fk(N)|
∑

f ∈Fk (N)

∑
p ̸=q≤x

(Xp,q(f )− E[Xp,q])
2

∼ π(x)3
ĜL(1)

2

2
.

Question

For r ≥ 3, do the moments

lim
x→∞

1

|Fk(N)|
∑

f ∈Fk (N)

∑p ̸=q≤x(Xp,q(f )− E[Xp,q])

π(x)3/2√
2

ĜL(1)

r

converge? Do they converge to the Gaussian moments?
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ĜL(1)

r

converge? Do they converge to the Gaussian moments?

Number theory: explicit and probabilistic



Theorem (ctd.)

1

|Fk(N)|
∑

f ∈Fk (N)

∑
p ̸=q≤x

(Xp,q(f )− E[Xp,q])
2

∼ π(x)3
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Other types of sequences

We consider finite families F equipped with uniform
probability. Define sequences {fn} associated to each f ∈ F ,
and consider, for a fixed interval I , a counting function that
counts the number of elements of {fn} lying in I .
These counting functions can be interpreted as sums of
“random” variables on F . Can we have CLTs as |F| → ∞?
For example,

Families of certain types of curves over a finite field Fq, such
as hyper-elliptic curves, Artin-Schreier curves, other types of
model families of curves. Here, q is a prime power.
(Katz-Sarnak, Faifman-Rudnick, Xiong,
Bucur-David-Feigon-Laĺın(-S.))
Families of elliptic curves E (a, b) : y2 = x3 + ax + b, a, b ∈ Z.
Consider the sequence of the traces of the Frobenius at the
primes, as we vary over families E (a, b) with a, b lying in
appropriate boxes. (Baier-Zhao, Baier-Prabhu-S)
Families of d-regular graphs on n vertices. (Tobias Johnson,
2015.)
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Concluding remarks

The families of (angles corresponding to) zeta zeroes of curves
over finite fields that we considered were uniformly distributed
in the unit interval.

The statistics of the zeta zeroes can be modelled as sums of
independent, identically distributed random variables.

The families of eigenvalues of Hecke operators and
eigenvalues of regular graphs have thematic similarities: These
families are not uniformly distributed, but are equidistributed
with respect to a probability measure.

In 1997, Serre presented a “recipe” to derive equidistribution
results, which he applied to these families.

Question: is there a general theorem from which all the above
CLTs can be derived as special examples?
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